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Abstract

The problem of minimising the influence of distribution laws of input values on the reliability of
results in evaluation models in the field of metrology is considered. Aim of this work was to substantiate
rational approaches and methods of correct solution of the problem in the case when the distribution law of
input values differs from normal. Classification of variants of solutions to the problem of normality of input
values in models of estimation of uncertainty of measurement method, metrological reliability of measuring
instrument, etc. is presented. The complex problem of estimating the law of input quantity distribution and
bringing it to normal by correcting its probabilistic characteristics is formulated. It is substantiated that
such a solution of the problem will provide ‘frequency equivalence’ of empirical and normal distribution
laws. Methods of solving the problem for two possible cases are considered: the input values of the model
are estimated a priori and empirically. The variants of the rational solution of the problem for the case
of a priori estimation of the input value of the model (type B), generally accepted in metrological practice,
are considered. The main attention is paid to the case of estimating the input value of the model empirically
(by type A). Chebyshev's and Vysochansky-Petunin's inequalities are taken as theoretical prerequisites
for solving the problem which determine the estimates from above of the probability of deviation
of a random variable from the mean without taking into account the exact form of its distribution law.
A graphical method of estimating the ‘degree of normality’ of the empirical law of distribution of an input
quantity and bringing it to normal by correcting its statistics is proposed. Implementation of the method
assumes use of statistical packages of applied programs, for example, Statistica package, and visual
comparison of the histogram of empirical distribution with the theoretical curve of normal distribution.
For all possible situations an algorithm of actions is defined including analyses of the degree of mismatch
between distributions and decisive rules for correcting the initial statistics of the input quantity.
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MI/IHI/IMI/I3aIII/IH BJIMAHHUA 3aKOHA PpaCipeacJICHUA BEJINYNHDbI
Ha JOCTOBCPHOCTDb OICHUBAHUSA TOYHOCTH

II.C. CepenkoB, B.M. Pomanuak, A.A. Ceastbiukuii, A.W. Jly:;knnckasn

Benopycckuii hayuonaneHwiil mexuuueckull yHusepcumen,
np-m Hesasucumocmu, 65, e. Munck 220013, benapyce

Hocmynuna 28.05.2025
Hpunama k neuamu 04.08.2025

PaccmoTpena 3agaya MUHUMM3AaLUUM BIUSIHUS 3aKOHOB pACIpEAEICHUS BXOTHBIX BEIMYHH
Ha JOCTOBEPHOCTh pE3yJbTaTOB B MOJCISIX OLCHWBAaHUA B oOmactu Merponorud. llenpro naHHON
paboThl ABISUIOCH OOOCHOBAaHME PAIMOHAJBHBIX MOJAXOJOB W METOAOB KOPPEKTHOTO DEHICHUS 3aJauu
B Cllydae, €CIM 3aKOH paclpeiefieHHs BXOJHBIX BEIMYMH OTJIMYEH OT HopmaibHoro. llpencraBnena
KJaccu(UKalys BApUaHTOB PELICHUH MPOOIeMbl HOPMaIbHOCTH BXOIHBIX BEIMYMH B MOJICISAX OLICHUBAHMUS
HEOMpeneIEHHOCTH MeTOoJa W3MEpPEHUil, MEeTPOJIOTHYeCKOW HaAEKHOCTH CpEeACTBa H3MEpPEeHHH U JIp.
ChopmynnpoBaHa KOMIUIEKCHAsl 3ajaya OLICHMBAHUS 3aKOHA paclpelesieHHs BXOJHOH BEJIWYMHBI U
MPUBEACHUS €r0 K HOPMAIBbHOMY MyTEM KOPPEKTHPOBaHHS €€ BEPOSTHOCTHBIX XapakTepucTHK. OO0cHO-
BaHO, YTO TMOJOOHOE pelIeHWe 3aJadyd IO3BOJHUT OO0ECHEUYNUTh «YACTOTHYIO DKBUBAJICHTHOCTH
SMIMPUYECKOTO M HOPMAaJbHOTO 3aKOHA pachpeaesicHus. PaccMOTpeHbl crmocoObl peuieHust 3ajauu
JUISL ABYX BO3MOXKHBIX CITy4aeB: BXOJHBIE BEJIMYMHBI MOJEIN OLIEHWBAIOTCSA alpHOpPH U SMIIUPUUYECKH.
PaccmoTpenbl  oOmmIenpuHATEIE B METPOJIOTHUECKOW TNPAKTHKE BapUaHThl PAUOHAIBHOTO PEICHHUS
3a7auul JJisl ciydasi OLCHUBAHUS BXOAHOM BENWYMHBI MOAETH anpuopH (mo tumy b). OcHOBHOE BHHMaHHE
yEJIEHO CIIy4ar0 OLIEHMBAHUS BXOJHOW BEIWYMHBI MOJENH sMmupuuecku (mo tumy A). B kauectse
TEOPETUYECKUX MPEANOChUIOK PEIIeHUsl 3aJaud NpUHITH HepaBeHCTBa YeOwlmeBa W BbicouaHckoro—
[letyHnHa, KOTOpBIE OIpPENENSIOT OLIEHKH CBEPXY BEpOSTHOCTH OTKJIOHEHHUS CIy4daillHON BETUYMHBI
0T cpeaHero 0e3 yuéra TouHoi (popMbl e€ 3akoHa pacnpeaeneHus. [Ipeaioxken rpaguueckuii METOT OLICHKH
«CTENEeHU HOPMAJIBHOCTH» SMIUPHUECKOTO 3aKOHA pPACIpE/IeNeHns BXOAHON BEIWYMHBI U TPUBEICHUS
€ro K HOpMaJbHOMY NyTéM KOPPEKTHPOBaHUs €€ CTaTHCTUK. Peanmuzamus Meroja mpeanosaraet
WCTIOJIb30BaHUE CTAaTUCTUYECKMX MAaKeTOB MPHUKJIAAHBIX INpOrpamMM, HampuMep, nakera Statistica,
U BU3yaJlbHOE€ CpPAaBHEHHE TUCTOIPAaMMBl SMIMPUYECKOTO PpACHpPEeNIEHUs] C TEOpPETHUECKOM KpUBOU
HOpMAaJIbHOTO pacnpeeneHus. Jlig BceX BO3MOXKHBIX CHUTyallMil oONpeAenéH ajropuT™M JeHCTBU,
BKJIIOYAIOIIMN aHalu3 CTENEHH HECOOTBETCTBMSI paclpeneieHHi M pellalole MpaBuia B OTHOLIECHUH
KOPPEKTHPOBAHMS UCXOJHBIX CTATUCTUK BXOAHOW BEJINYHUHBI.

KuaroueBble cjoBa: Mojenu OIEHMBAHHSA, BXOJHBIE BEJIMYMHBI, IMIIMPUYECKUN 3aKOH paclpeiereHHs
BXOJTHOW BEJIMYUHBI, IPUBEACHNE K HOPMAJIbLHOMY 3aKOHY pacIipe/ielIeHus
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Introduction

All estimation models in metrology rely on
probability theory and mathematical statistics: eval-
uating instrument errors, calibration intervals, bias,
precision, measurement uncertainty, laboratory pro-
ficiency testing, etc. [1-5].

The calculated parameter y is treated as an in-
tegrated random variable resulting from combining
influencing random variables x;. According to the
Central Limit Theorem, normality of input distribu-
tions is critical. For normally distributed x;, the result
v is also normally distributed:

— expected value )" is determined as:

yO :f(m(xl)’ m(xz)s R M(XN)), (1)

where f'is the mathematical model; m(x;) are the ex-
pected values of inputs, i = 1... N;

—1is the standard deviation o(y) of the design
parameter y, defined as:

2

where o(x;) are the standard deviations of the input
quantities.

The risk of incorrect definition of the distribu-
tion law of the input quantity x; has a hidden influ-
ence on the estimates of y, and o(y). For example,
if the distribution law for the input quantity x; is de-
fined as normal, while the true (unknown) law of its
distribution is equal probability, the error in defining
o(x;) in formula (2) will be up to 70 %. This, in turn,
will lead, respectively, to the error in determining
o(y) [3-8].

Obviously, the problem of normality of input
values x; of any estimation model includes the solu-
tion of two problems (Figure 1):

— Task 1. The problem of assessing the confor-
mity of the distribution law of the value x; to the nor-
mal law [7-10].

— Task 2. The problem of ensuring the possi-
bility of correct use of probabilistic characteristics
m(x;) and o(x;) of the quantity x; in the estimation
models (1) and (2) if its distribution law differs from
the normal law [11-14].

o) = [T (L o),
xi
Casel

Case 2

Input values x;, i = 1... N, evalu-
ate a priori

Input valuesx;, i=1... N, evalu-
ate empirically

Task 2
to ensure the possibility of cor-

Figure 1 — Classification of variants of solutions to the problem of normality of input values xi in estimation models
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The present study focuses on solving these prob-
lems.

Methodology for tackling the defined tasks

It is obvious that the best solution of these two
problems is a complex solution. Ultimately, it is
necessary to form and correctly solve equations (1)
and (2) even if the input values x; are not normally
distributed. From this point of view, it is rational to
combine these two problems into one complex prob-
lem of estimating the distribution law of the input
quantity x; and bringing it to the normal law.

As follows from Figure 1, the problem of nor-
mality of the law of distribution of the value x; in
applied problems, including the problems of applied
metrology, is solved by bringing the known or as-
sumed empirical distribution of the input value x;
to the normal distribution by correcting in one
way or another the probabilistic characteristics —
mathematical expectation m(x;) and standard de-
viation o(x;). This ensures ‘frequency equivalence’
of the obtained working model of estimation and the
model in which the same input values x;, would be
distributed according to Gaussian law.

Note. The notion of ‘frequency approach’ to
estimation of uncertainty of measurements is in-tro-
duced by standard'. The GUM method” belongs to
this type of approach [3, 4].

For the purposes of the analysis, it is rational
to identify and consider two main cases and their
corresponding approaches and methods minimising
the influence of the distribution law of x; on the reli-
ability of estimation models (1) and (2) (Figure 1).

Case 1. Input values x; i = 1...N, are estimated
a priori.

In this case, the best metrological practice con-
siders two options for solving the problem.

1. The assumption of normality of the law of
distribution of possible values of the measured quan-
tity is made, even if the normality of the law is not
proved.

2. The GUM method recommends to consider
the empirical distribution law close to the equiprob-
able one and to accept the corrected value of the
standard deviation as in Table 1 when there are dif-
ficulties in determining the law of distribution of the
input quantity x;.

The correction formulas are valid provided that
the assumed spread 2a of x; is the same in all cases.

Table 1

Adjustment of standard deviation values taking into account the law of distri-bution of a random variable

Law of distribution Graphical representation of the distribu-  Adjusted standard ~ Adjustment
of the input quantity x; tion cone (scope 2a = Const) deviation o(x;)“”" coefficient
S
. i al\3
Equal probability ; 1.7
m(x) -1 ' Ha X;
7 : | :
JxiH | i
o
|
1 | .
Triangular (Simpson) m% ﬂa i a/J6 1.22
fon :
1
1 | 1
1 : h
__%\L
Normal (Gaussian) mx)-a | +a Xi al3 1.0

'GOST 34100.1-2017/ ISO/IEC Guide 98-1/ 2009 Uncertainty of measurement — Part 1: Introduction
?GOST 34100.3/ ISO/IEC Guide 98-3:2008, Uncertainty of measurement — Part 3: Guide to the expression of uncer-

tainty in measurement (GUM:1995)
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There is an obvious pattern: the more the distri-
bution law of the input quantity differs from the nor-
mal distribution law, the more the standard deviation
o(x;)*" is corrected (upwards) for the same assumed
magnitude. This is evidenced by the values of the ad-
justment coefficients. This is logical as it reduces the
risk of underestimating the result in the estimation
model (2) and hence the risk of the consumer.

Case 2. Input values x;, i = 1...N, are estimated
empirically.

The availability of an array of experimental data
XijrJ = 1...k, where £ is the size of the array, allows
us to determine a number of statistics that can con-
tribute to an acceptable estimation of the distribu-
tion law of value x;: mathematical expectation m(x,),
standard deviation o(x;) or its estimate s(x;), histo-
gram, etc.

To solve problem 1, a generally recognised
evidentiary approach is the application of classical
(strict) methods of assessing compliance with the
normal law by the criteria of agreement [5]. A num-
ber of factors determines the choice of the criterion
of agreement: the size of the array of values.

Alternative to the criterion approach are meth-
ods of approximate estimation of normality of the
law of distribution of value x,. The most common
among them are:

1. Estimation method using the coefficient
of variation. The coefficient of variation v of the ran-
dom variable x; is defined as v = o(x;)/m(x,).

From the experience of statistical studies of
technological processes, it is known that if v<0.33,
then there is a high probability that the random vari-
able x; obeys the normal distribution law [6].

2. Graphical method of estimating the law of
distribution of the value x;. It is based on the visual
method of comparing the histogram of the empiri-
cal distribution of the values of the array x;; with the
theoretical normal distribution curve. The histogram
allows us to qualitatively assess not only the degree
of non-compliance of the empirical distribution law
with the normal distribution law, but also to visually
determine the form of the empirical law (triangular,
equal probability, etc.).

It should be noted that the above methods
of assessing the conformity of the distribution of the
input quantity to the normal law by both strict (ac-
cording to the criteria of agreement) and non-strict
methods do not allow us to solve problem 2 — the
problem of bringing the distribution law of a quan-
tity to the normal law by correcting the probabilistic
characteristics of x; (m(x;) and o(x,)).

From this point of view, the approach outlined in
document’ is of interest. In order to ensure the cor-
rectness of the regression model of the drift of metro-
logical characteristics of measuring instruments, this
document introduces the notion of a generalized law
of distribution with respect to input quantities and
proposes a peculiar mechanism of their ‘frequen-
cy’ correction if they are not distributed according
to the normal law.

The mechanism of correction of the regres-
sion model of drift of metrological characteristics
of measuring instruments, as a peculiar mechanism
of replacement of variables, assumes the introduc-
tion into the expression of the generalized law
of distribution of a random variable of the addition-
al parameter F(7), the value of which is individual
for each case [2, 4].

Note. For F(T) =1, the generalised distribution
law takes the form of Gaussian normal law.

The variables are replaced as follows:

— the mathematical expectation m(7) of errors
x; of measuring instruments in the controlled lot is
replaced by mg(7);

— standard deviation o(7) of errors x; of measur-
ing instruments in the controlled lot is replaced by
op(T);

—tolerance limit of measurement instruments A
is replaced by A™®.

The corrected values (A", m,\”, 5, are sub-
stituted into the drift equations of the type (1) and
(2) [2, 4].

It should be noted that the procedure of find-
ing the parameterF(7) of the generalised distribu-
tion law is rather time-consuming, and the value
of the parameter is determined by the criterion of
maximum likelihood by enumerating the matrix of
F values from 0 to 4 with a step of 0.1, moreover for
each verification that preceded the current moment
for the investigated type of measuring instruments.
The sought parameter F(7) provides ‘equivalence’
of the drift equations to the conditions as if the model
parameters A, m(7T), o(T) were distributed according
to the Gaussian law.

The above arguments allow us to suggest that
for the correctness of expressions (1) and (2) it is not
so much the fact of normality of the distribution laws
of input quantities that is important, as the fact of

'RMG 74-2004 State system of ensuring uniformity
of measurements. Methods of determination of interver-
ification and intercalibration intervals of measurements
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correctness of redefining (correcting) their probabil- Chebyshev's inequality gives an estimate from

corr

ity characteristics m(x;)*”"" and o(x;)*" depending on  above of the probability of a random variable devi-
the form of the empirical distribution law (‘degree  ating from the mean, without requiring knowledge
of normality’) for substitution into the estimation of a particular distribution, but subject to finite vari-
models (1) and (2). ance.

Obviously, this complex problem is relevant, The Chebyshev random variable fits within the
especially for small samples or asymmetric distribu-  range +2o(x;) with probability P =0.75 and within
tions, where the exact form of the law is unknown, the range +30o(x;) with probability P = 0.89.
but it is necessary to guarantee the reliability of esti- The arguments in favor of the formulated as-
mates at the levels of P=0.95 or P = 0.99. sumption are strengthened by the Vysochansky—
Petunin inequality, according to which the random
. - . variable fits into the range +20(x;) with probabilit
Theoretical prerequisites for solving P =0.89 and within the rgange i(3(5)(xl-) Wigl probabi}-/

the problem lity P= 0.95.

First, the Chebyshev's inequality, according to [P (|X—m(x,)| > A o(x,))] < 4/9)2, (4)
whlch a random va‘rlab}e malnly takes yglues close where X — coefficient [7-10].
to its mean and which limits the probability of large The Vysochansky—Petunin inequality gives an

deviations of a random variable from its mathemati- . . - oy
. . . improved estimate of the probability of de-viation of
cal expectation, testifies in favour of the formulated .
a random variable from the mean compared to the

assumption: Chebyshev inequality, if the specific distribution is
P(X-m(x)| > k o(x,)) < 1/#, 3) unimodal (‘peak-shaped’) and the dispersion is fi-
nite. The ratios of confidence limits of distributions

where k — coefficient [7, §]. for different probabilities P are presented in Table 2.
Table 2

Adjustment of standard deviation values taking into account the law of distri-bution of a random variable

Confidence limits for the probability P

Confidence
N probability, Gaussian Arbitrary unimodal distribution Arbitrary distribution
P distribution (Vysochansky—Petunin inequality) (Chebyshev inequality)
1 0.90 +1.64 o(x;) +2.11 o(x;) +3.16 o(x;)
2 0.954 +2.0 o(x;) +2.98 o(x;) +4.47 o(x;)
3 0.997 +3.0 o(x;) +12.17 o(x,) +18.26 o(x,)
We propose a method for estimating the ‘de- The graphical method of estimating the distribu-

gree of normality’ of the distribution law of the input  tion law of x; is based on the visual method of com-
quantity x; and bringing its distribution law to nor-  paring the histogram of the empirical distribution
mal by correcting its statistics (m(x;) and o(x;)). The  of x;; array values with the theoretical normal distri-
aim is correct application in estimation models (1)  bution curve, such that s(x;) = 6" (Figure 2) [13].
and (2). The method is based on:

— graphical representation of the empirical dis-
tribution (histogram);

— subsequent analysis of the empirical and nor- 1 e
mal distributions: gram of the empirical distribution.

— decision making on ‘frequency’ correction In view of the above, we can formulate a criteri-
of probabilistic characteristics m(x;) and o(xr;) ©On for assessing the ‘degree of normality’ of the em-
of the input quantity. pirical distribution law of the value x; and a decisive

The method involves the use of statistical pack- ~ rule for bringing the distribution law of the value to
ages of application programmes, for example, the normal by correcting its probability characteristics
Statistica package [11, 12]. (m(x;) and o(x;)):

Note. The Statistica package automatically su-
perimposes a normal distribution curve with a stan-
dard deviation equal in numerical value to the histo-
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«If the histogram of the empirical distribution
of the input quantity x; fits within the limits 26"
(P =0.95) or £36"”" (P =0.99)) of the normal dis-
tribution law, and o(x;) = c*”, the hypothesis of
equivalence of the empirical law to the normal law
can be accepted and the values of m”" and ¢*°" can
be correctly substituted into the expressions of the

estimation models (1) and (2)».

1(o(x)

G(Xf) = Greor

2 ( Greor)

Figure 2 — Graphical representation in Statistica of the
histogram of the empirical distribution (1) and the the-
oretical curve of the normal distribution (2) under the con-
dition of equality of standard deviations.: o(x,) = 6™

The algorithm of estimation of the empirical law
of distribution of the input quantity and its reduction
to normal is as follows:

1. An experimental study of the input quantity
x; 1s carried out in accordance with the established
plan. The experiment plan and conditions of its real-
ization are determined by the specific task.

For example, for the task of estimation of uncer-
tainty of measurement method — the plan of estima-
tion of standard uncertainty u(x;) of input quantity xi
by type A [14, 15]. For the task of determining the
interval between the verification intervals of measur-
ing instruments using the drift model — the plan of
investigation of metrological characteristics of the
controlled batch [16].

2. An array of statistical data on the input quan-
tity x, is formed, which is analyzed for the presence
of outliers and scatterings and subjected to the neces-
sary correction [17].

3. Using the Statistica application package, a
histogram of the empirical distribution of the value
and a normal distribution curve automatically super-
imposed on it with standard deviations equal in nu-
merical value o(x;) = """ (Figure 3).

4. We visually analyse the degree of correspon-
dence between the empirical and normal distribu-

tions of the input quantity x;. Three situations are
possible here.

Situation 1. The histogram of the empirical dis-
tribution of the input quantity x; on both sides does
not exceed the confidence limits +26” (P = 0.95)
or £36™”" (P = 0.99) of the theoretical normal distri-
bution curve.

BN

- Dgleor +Dleor

St
v

mfeor
-_—

Figure 3 — Situation 1: Mutual location of the histogram
of the empirical distribution (1) and the theoretical curve
of the normal distribution (2) under the condition of equal-
ity of standard deviations: o(x;) = """

Decisive rule: for this case the formulated cri-
terion can be used with high confidence and the
values of m"”" and ¢*”" can be correctly substituted
into the expressions of the estimation models (1)
and (2).

Situation 2. The histogram of the empirical dis-
tribution of the input quantity x; on one (Figure 4a)
or both sides (Figure 4b) falls outside the +2c
(P=0.95) or £36 (P=10.99) confidence limits of
the theoretical normal distribution curve. This fact
indicates the non-equivalence of the empirical and
theoretical distribution laws, despite the numerical
equality of standard deviations o(x;) = ¢*”".

Decisive rule: for this case one should make a
decision guided by Chebyshev's (3) and Vysochan-
sky—Petunin's (4) inequalities:

—if the histogram of the empirical distribution
of the input quantity has a pronounced unimodal
form, then the correction of the standard deviation
o(x;) of the quantity x; for fitting into the estimation
model (2) should be made on the basis of the Vyso-
chansky—Petunin inequality (4) in accordance with
Table 3.
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Figure 4 — Situation 2: Mutual location of the histogram of the empirical distribution (1) and the theoretical normal
teor,

distribution curve (2) under the condition of equal standard deviations: o(x;) = ¢*“”"; a —the empirical distribution
is asymmetric; b — the empirical distribution is symmetric

Table 3
Correction of the standard deviation 6(x;) depending on the probability P (the Vysochansky—Petunin inequality)

Probabilistic characteristics
Confidence probability P of empirical and theoretical normal
distributions of a value x;

Adjusted value o(x;)
of the empirical distribution x;

P=09 o(x,)" = (2.11 / 1.64)6" = 1.296"
P=0095 o(x;) = c"” o(x,)" = (2.981/ 2)c"”" = 1.496""
P=0.9973 o(x,) " = (12.17 / 3)6"" = 4.066"”"

Note. o(x;)“" are determined based on the data modal form, the calculation of the standard devia-
in Table 2. tion of o(x;) for fitting into the estimation model (2)

— If the histogram of the empirical distribution  should be performed on the basis of Chebyshev's in-
of the input quantity does not have an explicit uni- equality (3) in accordance with Table 4.

Table 4
Correction of the standard deviation 6(x;) depending on the probability P (the Chebyshev's inequality)

Probabilistic characteristics
Confidence probability P of empirical and theoretical normal
distributions of a value x;

Adjusted value o(x;)
of the empirical distribution x;

P=09 o(x,)"" = (3.16/ 1.64)6"” = 1.936"""
P=0095 o(x;) = o™ o(x,)" = (4.47 / 2)6"" = 2.246"""
P=0.9973 o(x,)" = (18.26/ 3)6"” = 6.096"""
Note. o(x;)*" determined on the basis of the Thus, the proposed algorithm for estimating the
data in Table 2. empirical distribution law of the input random vari-
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able and converting it to a normal distribution covers
all possible scenarios regarding the mutual arrange-
ment of the empirical distribution histogram and the
theoretical normal distribution curve, ensuring an
unconditional solution to the problem.

Conclusion

The problem of normality of the law of distribu-
tion of input quantities x; in estimation models in the
problems of applied metrology is considered. Two
main cases and corresponding approaches and meth-
ods minimising the influence of the distribution law
of x; on the reliability of estimation models are iden-
tified: input values x;, i = 1...V, are estimated a priori
(by type B) or empirically (by type (4)). It is sug-
gested that for the correctness of estimation models
it is important not so much the fact of normality of
the distribution law of the input quantity x; as the fact
of estimating the form of its empirical distribution
law (‘degree of normality’) and correctly redefining
(correcting) its probabilistic characteristics m(x,)™"
and o(x;)“" for substitution in the estimation model.
Chebyshev's inequality and Vysochansky—Petunin
inequality are presented as theoretical prerequisites
for solving the problem, which define estimates from
above of the probability of deviation of a random
variable from the mean without taking into account
the exact form of its distribution law. A graphical
method of estimating the ‘degree of normality’ of the
distribution law of the input quantity x; and correct-
ing its statistics is proposed. The method implies the
use of statistical packages of application programs,
for example, the Statistica package. All possible situ-
ations with mutual location of the histogram of em-
pirical distribution and theoretical curve of normal
distribution of input quantity x; under the condition
of equality of standard deviations are considered:
o(x;) = 6*”". For each situation, we formulate a de-
cisive rule that determines the corrected value of the
standard deviation o(x;)**", which can be correctly
used in uncertainty estimation models.
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